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s Methods for Identifying
' Out-of-Trend Data in Analysis of
& Stability Measurements—

1 Part I: Regression Control Chart

Maté Mihalovits and Sandor Kemény

The regulation of pharmaceutical stability
studies still lacks universally accepted techniques
regarding the identification of out-of-trend

data. Three methods have been suggested for
identifying out-of-trend data in pharmaceutical
stability studies: the regression control chart, the
by-time-point method, and the slope control
chart. In Part | of this article series, the regression
control chart method is investigated, and an
improved approach is suggested. The method

is illustrated using realistic data. In Part I, the
by-time-point method and the multivariate
control chart method will be discussed.
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n the course of stability studies performed in the phar-

maceutical industry, stability profiles are obtained for

batches by measuring the change of certain attributes of

the pharmaceutical preparations over time. The samples
from the batches are kept at certain conditions (e.g., tem-
perature, humidity) for the time of the study and measured
at certain time points. The purpose of stability studies is
to establish shelf-life of products. At the registration of the
medicine, the method of recording the stability profile is
regulated by the International Council for Harmonization
of Technical Requirements for Pharmaceuticals for Human
Use (ICH) (1). The same method may be used to monitor
ongoing production processes.

Certain variation in data may well be explained by uncer-
tainty. Larger deviations are considered out-of-trend (OOT)
results. OOT is to be distinguished from out-of-specifica-
tion (OOS); the latter means that the result is outside of the
allowed range given by the specification. As noted by the
Pharmaceutical Research and Manufacturers of America
Chemistry, Manufacturing, and Control (PhRMA CMC)
Statistics and Stability Expert Teams (2), “The procedures
described for detecting OOT results can be viewed as an
alarm or alert system, showing that some kind of action is
needed. In other words, at each stability time point when a
new result is collected, one should determine whether the
result is in agreement with what is expected and if not, take
the appropriate action.”

A stability result at a single time-point may not follow
the expected trend in two ways: either in comparison
with earlier batches or with respect to previous results
collected from the observed batch. The OOT phenom-
enon is to be detected as soon as possible, because these
results indicate errors either in the process of production
or in the analytical measurement. If an OOT point is
detected, one should find the source of error and fix it.
Further actions may be required if the problem is found
to be with the production process.
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The PARMA CMC Statistics and Stability Expert Teams
began a dialogue toward building up a system, supported
by statistical calculations, to identify OOT results in stabil-
ity measurements (2). The methods suggested in this 2003
seminal paper were supported by example calculations in
an article by Torbovska and Trajkovic-Jolevska (3). Also,
statistically less efficient, but more user-friendly methods
were suggested by the PARMA CMC Statistics and Stability
Expert Teams in a later paper published in 2005 (4). In this
article, the authors reflect on the regression control chart
method, described in reference 2 and used in reference 3,
and attempt to refine the method. The amount of active
substance (assay) of the pharmaceutical product was used as
an example, but the method presented may be used for any
other attributes that follow a linear trend over time.

Detecting 00T results
Three methods are outlined and illustrated by the PhRMA
CMC Statistics and Stability Expert Teams (2):

o Regression control chart method

o By-time-point method

o Slope control chart method.

In the regression control chart method, data are com-
pared within a batch, while in the by-time-point method,
data are compared to historical data of earlier batches at
the same time point. In the slope control chart method, a
feature (the slope) of the stability profile of the observed
batch is compared to that of earlier batches.

The technique of decision is the comparison of a value
to a statistical interval. Three kinds of statistical intervals
are used: confidence, prediction, and tolerance. Users are
sometimes confused about which interval should be used
in certain situations (5).

The confidence interval is the range in which a parame-
ter (e.g., the expected value) occurs with a certain probabil-
ity. The prediction interval is the range in which a future
observation is found with some specified probability. The
tolerance range contains a specified part of future observa-
tions (content) at a certain probability (confidence). There
is a connection between the latter two intervals: a predic-
tion interval to contain a single future observation with
1-alpha probability is equivalent to a tolerance interval
to contain, on average, 1-alpha proportion of the popula-
tion (6). Calculating the confidence and prediction range
is straightforward; it is found in standard textbooks and
taught in basic statistics courses. The tolerance range is
more difficult to calculate, and sometimes, only approxi-
mate methods are available.

The interval is characterized by its acceptance probability.
For quality engineering, usually a 99.73% confidence level is
used in control charts. This may not be the proper choice in
OOT analysis of stability studies. The higher the confidence
level, the lower the chance of identifying data as OOT while
it is actually not the case (i.e., type I error, “false positive
alarm”), while the chance of accepting an OOT data as non-

OOT is increased (i.e., type II error, “false negative case”).
This latter probability is not explicitly stated, however. In
the pharmaceutical industry (and also from a regulatory
viewpoint), type II error (not realizing that the data is actu-
ally OOT) presents a more serious threat, but such errors
can be avoided if the confidence level is decreased. The 95%
confidence level is used in this paper.

Identifying 00T data by regression control chart

The peculiarity of identifying OOT phenomenon with re-
spect to stability studies is that there is a trend in data any-
way, because the attributes change with time due to chemi-
cal and physical changes, and OOT is to be stated in relation
to this obvious trend. In this method, a straight line model is
used, however, one should justify the assumption of linearity
of a stability profile.

Control charts. Control charts (7) are widely used in the in-
dustry to monitor the production process. The regular usage
of the charts can be separated into two phases (8). In the
first phase (Phase I), parameters of the distribution (typi-
cally mean and standard deviation) of the reference data are
estimated. In the second phase (Phase II), certain statistics
(e.g., sample mean, range, etc.) of the observed sample are
plotted and examined. In the example used by the authors,
the observed sample contains only a single datapoint, thus
the statistic to be plotted is the individual value (individu-
als control chart). The distribution parameters obtained in
Phase I are used to construct lower and upper control limits
(i.e., lower and upper quantiles) for the statistic (i.e., the in-
dividual value) and added to the chart. The interval between
the control limits of the individuals control chart contains
the allowable value of the new data of the observed process
with a certain probability, when the process is in control.
Typically, this probability is 0.9973, which conforms to the
+30 range (3 is taken from z-table). This range is valid only
if the reference sample size in Phase I is theoretically infi-
nite, because the method (calculation of quantiles) assumes
the perfect knowledge of the distribution. If the distribu-
tion is not perfectly known (e.g., the parameters are esti-
mated only), the 0.99865 and 0.00135 quantiles are at best
approximate only. This method is proposed by Shewhart
for industrial processes and proved to be useful there for
distinguishing assignable and common causes, thus they
serve as statistical process monitoring (9). The typical ap-
plication requires at least 25 samples in the reference set. For
the authors’ study, this method is valid only if the sample
size in the reference set of Phase I is large enough, then the
0.9973 probability for the +30 range is reached as a limit.
This approach will be referred to as the Shewhart method in
this paper. In the current situation, however, the Shewhart
method is not considered reliable because the reference data
set is small.

In the case where the sample size is small, one should con-
sider the uncertainty of expected value and variance. The
earlier is taken into account by including the term o/vn
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into the standard deviation, while the latter is taken into
account by using ¢-distribution instead of z. Thus, the width
of the valid control limits in the authors’ typical case (small
reference set) are xts (1 +2), which is the prediction interval.

The prediction limits are used in Phase II of the individuals
control chart to check whether the stability is further main-
tained. If a point is found to be OOT, one may choose from
two routes, depending on whether data analysis is in real time
or not. If the data analysis is performed in real time, the OOT
suspicion, if arisen, is followed by the repetition of analyti-
cal measurement. If the non-OOT nature is justified (by re-
measurement), the stability study is continued, neglecting
the point. If the OOT nature is justified, a corrective action
follows the detection, and thus, the original process is ended.

The other route is followed if the analysis of data is per-
formed not in real time but upon collecting more data. Here,
the original process is continued, and the point that is later
found to be OOT cannot be re-measured and should be re-
moved from the data set. If the OOT point is not removed
from further analysis, the acceptance range will be widened,
hindering detection of further OOT points. If a point is
found to be non-OOT, the point is added to the historical
data set, new control limits are calculated, and a new control
chart is made for the next observed data.

Regression control chart. The regression control chart is used
to monitor processes where there is a systematic change over
time (10). The “parameters” of the chart are a regression line
(i.e., an expected value changing with time) constructed by the
previous data from Phase I and the variance of residuals, and
both are considered as known in the Shewhart method. If the
new point is found to be within the control limits, the point
is accepted; if not, the point is rejected and declared as OOT.

Use of regression control chart method, original proposal
The PhRMA CMC Statistics and Stability Expert
Teams (2) suggest fitting a regression line to historical data
of the observed batch and extrapolating the line to the
time point of the new data. Control limits are calculated
for the expected value by expected valuetks at the new
time point. The k is taken from a table of normal distribu-
tion at a desired significance level. The residual standard
error (s) is calculated either by only the regression line
of the observed batch, or by regression lines of historical
batches. In the latter case, a common slope is assumed,
and different intercepts are allowed for the historical
batches. If the observed point is out of the interval, it is
identified as OOT. It is also mentioned in the paper (2)
that using prediction or tolerance interval is a better but
more complex method. The limits calculated there (and in
reference 2) using the expected value+ks formula are called
the Shewhart limits (SL) here.

Suggested use of regression control chart method
The prediction interval with #-distribution is to be used if
one asks about a single new observation, because both the
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expected value and the variance are unknown and estimated
only from a small sample. The method requires points in the
observed batch as reference data to construct the first re-
gression line. One should decide how many points from the
beginning of the observed batch should be considered as the
reference data set. Moreover, one should assume that those
reference data are non-OOT. Here, the first three points of
the observed batch are considered to be the reference data,
and the fourth point is the first to be analyzed by the method.
The prediction interval for the measured variable (y) at
the new time point (x*) is calculated in Equation 1:
Y —tq,8y 9 < y' <Y+ ta,, Sy —v (Eq. 1]
where ¥ is the predicted value of y at X Yty /2 is the one-
sided upper critical t value at a/2 one-sided level (with (n-2)
degrees of freedom, where 7 is the number of points used to
construct the regression line), y* is the new measured value at
x*time point, and Sy*_y is the sample standard deviation cal-
culated for the 5,y variable. The right side of the inequality is
the upper prediction limit (UPL), while the left side is the lower
prediction limit (LPL). If the inequality is satisfied, that is the y*
is within the limits, the data is accepted, otherwise it is OOT.
Y is calculated through the extrapolation of the regression
line to the x* new time point by Equation 2:

where b and b, are the intercept and slope of the regres-
sion line (created with reference data), respectively.

Sy*-7 is calculated by Equation 3:

1 xX* — X)2

n Z?=1(xj —x)?

(Eq. 3]

where s_is the residual standard deviation, # is the
number of points used to construct the regression line,
and Xis the mean of the x values (time points) of data
(without x*) used to estimate the regression line. The
third term in the bracket is the reason of constriction of
the band in the middle.

As the PhRMA CMC Statistics and Stability Expert Teams
highlights (2), the residual standard error may be calculated
using earlier batches as well, not only from the recent one in
study. The use of earlier batches may follow several different
routes. The authors of reference 2 used parallel lines (i.e.,
the common slope for all historical batches). The authors of
this article are not convinced about the usefulness of this
assumption, however. If common slope is forced for histori-
cal batches, the fit is deteriorated. This situation would lead
to greater residual error than would be achieved using the
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Table I: Stability data set.

Amount of active substance (%)

(n:i::teh) Batch | Batch Il Batch Il Batch IV Batch V Batch VI Batch VII | Batch VIII | Batch IX

0 97.6 98.4 100.9 98.7 98.8 100.5 100.3 101.5 100.9
3 97.7 99.4 98.2 95.8 97.5 96.5 99.7 100.1 97.3
6 97.7 96.2 98.5 96.7 97.5 96 98.6 99.5 97.7
9 96.9 97.3 94.6 97.5 98.9 96.3 98.3 99.6 98.4
12 94 95.3 96.9 947 97.5 98.3 96.8 98.3 96.5
18 96.5 94.9 96.3 937 96.5 94.1 96.7 95.2 99.5
24 96 97.5 95.8 93.1 96 92.5 96.3 97.1 96

36 92.1 92.7 92.3 91.3 92 89.5 93.9 93.8 93.7

best linear fits (letting different slopes). On the other hand,
if separate lines are fitted to historical batches, the residual
standard errors obtained may be pooled. The pooled error
has higher degrees of freedom than that obtained from a
single batch, thus, it is a better estimate to the variance, lead-
ing to better estimated control limits. If every group has
the same number of data, the pooled sample variance is
the arithmetic average of the individual sample variances:

2
Zsi

Sp(res) =
res

P % [Eq. 4]

where S;(r¢s) is the pooled sample variance, S;% is the

squared standard deviation of residuals for the ith histori-

cal batch, and p,isthe number of historical batches involved.

For this purpose, regression lines were fit to each historical
batch and residual standard errors (s) were calculated. The
pooling is justified only if the variation of data of different
batches has the same variance, which can be tested by the
Bartlett and Levene tests for example. For the authors’ data,
the hypothesis of homogeneity of variances is accepted (de-
tails of the tests are not shown here).

For calculation of the prediction interval with pooled resid-
ual standard error, in Equation3, is substituted for s. The de-
grees of freedom of Sé (res) is p(n-2), thus a different ¢, should
be taken from t-table when calculating the control limits.

For illustration purposes along with prediction limits, the
Shewhart limits (a=0.05), confidence limits (a=0.05), and
tolerance limits (P=0.99 as content, y=0.95 as confidence
level) are calculated as well. None of these are appropri-
ate to use in the current situation (where only a single new
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Table II: Prediction limits, Shewhart limits, confidence limit, tolerance limits, regression control chart method
using pooled standard deviation s,.,. LPL is lower prediction limit. UPL is upper prediction limit. LSL is lower
Shewhart limit. USL is upper Shewhart limit. LCL is lower confidence limit. UCL is upper confidence limit. LTL is

lower tolerance limit. UTL is upper tolerance limit.

Time Observed

0 = 100.9 = = = = = = = =
3 = 97.3 = = = = = > > =
6 = 97.7 = = = = = = = =
9 1.2 98.4 91.0 99.8 93.1 97.8 91.8 99.1 89.9 101.0
12 1.2 96.5 93.0 100.6 91.5 96.2 93.8 99.8 91.7 101.9
18 1.2 99.5 91.0 99.1 88.3 93.0 91.8 98.3 89.8 100.4
24 1.2 96.0 88.3 98.8 85.1 89.8 88.8 98.2 92.6 102.7
36 1.2 93.7 89.3 97.9 78.7 83.4 90.1 97.2 90.3 100.7

data point [y*] is observed), except for the prediction limits.
These prediction limits are discussed in detail below.
Calculation of the Shewhart limits:

SL = y* i Z(X/Z (o8 [Eq 5]

where z_, is the critical value of standard normal distribution
at two-sided a/2 level, and ¢, is the square root of variance of

with v degrees of freedom, and § is the argument in the non-
central-chi-square function. Actually, its value here is 1/n’.

n’ can be calculated by Equation 9 (12):

) n ¥ (x; — X)?
n

T Y0 — )+ n(x — x)? [Eq.9]

residuals, equal to s . As the known variance is assumed, there is
no room for pooling. One may use the square root of the pooled
standard deviation, however, as a substitute of the 0. The latter
is falsely assumed to be known because of the small sample size
as explained earlier. When the square root of the pooled esti-
mated variance is substituted, o, is taken to be equal to Sy, (resY
Confidence limits are calculated in Equation 6:

CL=9" %ty s,/Vn [Eq. 6]

For the calculations with pooled standard deviation, s, is
substituted with Sp(res) in Equation 6 and degrees of freedom
of S5 (res) is used to obtain the t-score.

Tolerance limits can be calculated by Equation 7:

TL = 5}* i klsr [Eq 7]

Where k, is calculated by Equation 8 (11):

(Eq. 8]

where #’is the effective number of observations, v is the
degrees of freedom of s 7 (n-2 actually), )(12_],,1, is the criti-
cal value of the chi-square distribution at a one-sided I-y
level with v degrees of freedom, y7 ; (&) is the critical value
of non-central-chi-square distribution at one-sided P level
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Figure 1: Statistical intervals of regression control chart. For the calculations using pooled
standard deviation, s_is substi-
110 tuted with Sp(res) in Equation 10 and
® Historical data @ New data_ Equation 11 whenever a new effective
————— Shewhart —— Confidence , } i
Prediction - Tolerance number (n’) of observations is to be
105 obtained. The proper substitution is

performed for degrees of freedom as
well in Equation 8. Also, in Equation 8, a
new X7, (%) is calculated with the new
n’, which is calculated by Equation 10.

Example: Regression control chart
The data in Table Il are from a real-
istic stability data set from a phar-
maceutical manufacturing process
(details are not given due to propri-
etary reason). The amount of active
substance of the medicine was re-
corded over 36 months.

Batch IX is the object of these calcu-
lations; the rest of the columns refer to
historical batches. The regression line

Amount of active substance (%)

0 3 6 9
Time (month)

This equation is simplified to Equation 10: was created from the first three points of the observed batch;

it was then extrapolated to the new point (i.e., the ninth

51? month), and the prediction interval (LPL, UPL) is calculated

n'=— along with the other intervals that should not be used to
Sy [Eq. 10]  identify OOT points (see Tablell).

The limits calculated with pooled standard deviation are

Where given in Table Il. Using Equation 4, the calculated s_(p(res))/2

is 1.438. Figure 1 shows the fitted line, the data points up to

2 1 (x t = f)z the nine-month time point, the 95% Shewhart interval (SI),

Sy = Sr E + Z?:l(xj _ f)z the 95% confidence interval (CI), the 95% prediction inter-

[Eq. 11]  val (PI), and the 95% tolerance interval (TI) containing 99%
of future observations.
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The confidence interval is very narrow in the range
of historical data (i.e., for the first three points); it al-
lows an even tighter interval than the Shewhart lim-
its. The uncertainty of the parameters of the regression
line is the reason behind the bend in the limits. The
farther the new point is from the historical data, the
wider the interval is given. As the Shewhart method as-
sumes known parameters of the regression line, the
band of that is not bent; the limits are parallel to the
regression line.

Having accepted the nine-month time point, the
calculations are repeated, but now the line is fitted
to both the initial three data points and the accepted
data (nine-month time point) while the new data at
the 12-month time point is observed. Having contin-
ued the calculation practice, the 18-month time point
is found to be out of the prediction interval, as 99.5 >
UPL; therefore, it is declared as OOT. The outlier point
is then left out from the examination of later points if
the study is to be continued, but intervention is clearly
required. The grey coloring indicates that the observed
data in the row of the grey pair of boxes is OOT con-
sidering the limits specified in the columns. The mis-
takenly used confidence interval would give the same
qualitative result in the current situation, while with
tolerance interval approach, all the points would be
accepted, and with the Shewhart interval method, every
point would be OOT.

Conclusion

Having realized that the regulation of pharmaceutical
stability studies is still lacking universally accepted tech-
niques for the identification of OOT data, three meth-
ods were suggested earlier by PARMA CMC group. The
regression control chart method discussed in this paper
is a possible way to identify OOT data within a batch.
To be statistically more rigorous, the earlier suggested
approach is improved. As only a small sample is avail-
able, the use of prediction interval with t-distribution
is justified. Incorrectly using the tolerance interval in-
stead would unnecessarily widen the acceptance inter-
val, while the unjustified use of the Shewhart procedure
would result in too narrow an interval.
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